Mandates of the Working Group on the issue of human rights and transnational corporations and other business enterprises; the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression; the Special Rapporteur on the rights to freedom of peaceful assembly and of association; the Special Rapporteur on the independence of judges and lawyers; the Special Rapporteur on minority issues; the Special Rapporteur on the situation of human rights in the Palestinian territory occupied since 1967; the Special Rapporteur on the right to privacy and the Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism

Ref.: AL OTH 21/2024
(Please use this reference in your reply)

18 April 2024

Dear Mr. Durov,

We have the honour to address you in our capacities as Working Group on the issue of human rights and transnational corporations and other business enterprises; Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression; Special Rapporteur on the rights to freedom of peaceful assembly and of association; Special Rapporteur on the independence of judges and lawyers; Special Rapporteur on minority issues; Special Rapporteur on the situation of human rights in the Palestinian territory occupied since 1967; Special Rapporteur on the right to privacy and Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism, pursuant to Human Rights Council resolutions 53/3, 52/9, 50/17, 53/12, 52/5, 1993/2A, 46/16 and 49/10.

We are independent human rights experts appointed and mandated by the United Nations Human Rights Council to report and advise on human rights issues from a thematic or country-specific perspective. We are part of the special procedures system of the United Nations, which has 60 thematic and country mandates on a broad range of human rights issues. We are sending this letter under the communications procedure of the Special Procedures of the United Nations Human Rights Council to seek clarification on information we have received. Special Procedures mechanisms can intervene directly with Governments and other stakeholders (including companies) on allegations of abuses of human rights that come within their mandates by means of letters, which include urgent appeals, allegation letters, and other communications. The intervention may relate to a human rights violation that has already occurred, is ongoing, or which has a high risk of occurring. The process involves sending a letter to the concerned actors identifying the facts of the allegation, applicable international human rights norms and standards, the concerns and questions of the mandate-holder(s), and a request for follow-up action. Communications may deal with individual cases, general patterns and trends of human rights violations, cases affecting a particular group or community, or the content of draft or existing legislation, policy or practice considered not to be fully compatible with international human rights standards.

In this connection, we would like to bring to your attention information we have received concerning a number of alleged human rights violations in Israel and the occupied Palestinian territory since 7 October 2023, including increased criminalization, surveillance, harassment and attacks against individuals who are
peacefully expressing dissent or advocating for Palestinian rights on social media. The proliferation of hate speech, incitement to violence, disinformation, and bias and systematic censorship of Palestinian and pro-Palestinian human rights voices and content are allegedly also on the rise on social media platforms including Meta, X, Google (headquartered in the United States of America), and Telegram (headquartered in the United Arab Emirates).

A letter was sent expressing related concerns to Telegram on 9 March 2023 (OTH 12/2023). We regret that in that instance, we did not receive a response from your company.

According to the information received:

Dissemination of hate speech, incitement to violence and the dehumanization of Palestinians, and disinformation

While hate speech against Israelis, Jews and antisemitism are also strongly on the rise, social media platforms appear to have a biased and discriminatory approach when it comes to protecting Palestinians against hate speech. We have received reports that content relating to hate speech, incitement to violence, dehumanization and calls for genocide against Palestinians remains uncensored and prominent on Telegram’s platforms.

The proliferation of hate speech and incitement to violence against Palestinians on various platforms presents a grave concern. Of the 2,800+ violations recorded through the Palestinian Observatory for Digital Rights Violations between 7 October and 15 December, more than half (2,012 cases) were classified as harmful content. This content includes hate speech, incitement to violence, online harassment and smear campaigns. Most of those cases occurred on Facebook, X (formerly Twitter), and Telegram.

Specifically related to hate speech in Israel against Palestinians, 7amleh’s “Violence Indicator” — a linguistic model that uses artificial intelligence technology that monitors the spread of hate speech and violence in Hebrew against Palestinians and their advocates on social media platforms— has counted over 2,381,444 pieces of hate speech and violent content posted on X, Facebook, and Telegram.

Telegram hosts several Hebrew-language, publicly viewable channels with thousands and hundreds of thousands of subscribers which actively incite violence against Palestinian individuals, share and celebrate graphic content from occupied Gaza, propagate widespread hate and dehumanizing speech. Despite repeated complaints reportedly lodged by concerned stakeholders, Telegram has not acted against any of those channels. In one Telegram channel, moderators post pictures of Palestinians, including students, activists, journalists, released detainees, and public figures, with crosshair marks on their faces, together with their full names, profession, and home addresses and call for their elimination. They also post house coordinates of Palestinian families in the occupied West Bank and call for their bombardment. In another Telegram channel with over 112,000 subscribers, users post and celebrate extremely
graphic footage of Palestinians killed or injured by the Israeli army in occupied Gaza. Yet another Telegram channel, allegedly operated by the Israeli army, targets Israeli audiences and shares graphic footage from occupied Gaza.

Without prejudging the accuracy of these allegations, we express our deep concern that such actions directly threaten the right to life. The six months of conflict since 7 October 2023, now plausibly amounting to a real and imminent risk of genocide according to the International Court of Justice, have placed a spotlight on the role and obligations of technology companies, particularly social media platforms, in situations of armed conflicts.

Further, the proliferation of hate speech, incitement to violence and disinformation hinders the enjoyment of a variety of human rights, including the rights to life (article 6 of the ICCPR), security of person, including bodily and mental integrity (article 9 of the ICCPR), the right to the highest attainable standard of physical and mental health (article 12 of the ICESCR), non-discrimination (article 2 of the ICCPR), honour and reputation (article 17 of the ICCPR), and to protection from propaganda for war and advocacy of national, racial or religious hatred that constitutes incitement to discrimination, hostility or violence shall be prohibited by law (article 19 of the ICCPR). There is an increasing recognition of the deep impact of systemic oppressions on mental health. As the Secretary General of the United Nations indicated in the organization’s Strategy and Plan of Action on Hate Speech, hate speech is a menace to democratic values, social stability and peace.

Electronic communication services, social media platforms and search engines provide an ideal environment both for the anonymous delivery of targeted threats, and for the mass dissemination of intimidating, defamatory, degrading, deceptive or discriminatory narratives. Individuals or groups systematically targeted by cyberharassment are generally left without any effective means of defense, escape or self-protection and, at least in this respect, often find themselves in a situation of “powerlessness” comparable to physical custody. Likewise, the generalized shame inflicted by public exposure, defamation and degradation can be just as traumatic as direct humiliation by perpetrators in a closed environment. As various studies on cyberbullying have shown, harassment alone in comparatively limited environments can expose targeted individuals to extremely elevated and prolonged levels of anxiety, stress, social isolation and depression and significantly increases the risk of suicide, which may amount to psychological torture (A/HRC/43/49, paras 74-75).

Broadly speaking, online racism not only affects targeted groups of people, but exercises greater influence on society at large, emphasizing divisions, exacerbating fractures and strengthening polarization within the society. The above-mentioned elements become more meaningful when we consider the rising importance that young people attach to cyberspace, and the latter’s potential to influence their choices and values. The latter, coupled with the lack of an internationally agreed definition of terrorism and the ingrained and systematic abuse of counter-terrorism and security laws and practices, the use of digital technologies creates a compounded and intersectional set of human rights challenges (A/HRC/52/49, para. 17).

---

1 https://www.icj-cij.org/case/192
We urge you to put international human rights standards at the centre of your business model, including in the management of content on your platforms and your recommender systems. This can be done through carrying out regular human rights impact assessments of the products and services, and ensuring that policies defining and prohibiting hate speech on your platform, in accordance with international human rights standards, including on freedom of expression, of peaceful assembly and of association. We underline the importance of contextual, conflict-sensitive analysis, grievance mechanisms, crisis protocols and evaluation in the context of content moderation, and the importance to allocate sufficient capacity in this regard, including through human oversight and expertise, including linguistic and cultural expertise, and the involvement of communities and individuals most affected by hate speech. This is particularly important when the situation is plausibly amounting to a real and imminent risk of genocide. We further wish to highlight the importance of archiving all content that can potentially constitute evidence of war crimes in case such content is removed from the platforms.

We urge Telegram to adopt a human rights policy based on the UN Guiding Principles on business and human rights (UNGPs), the International Covenant on Civil and Political Rights and the International Covenant on Economic, Social and Cultural Rights. We also strongly urge Telegram to integrate international human rights standards into all stages of its operations, including establishing a dedicated human rights team. In practice, this means that all content restrictions on the right to freedom of expression on the platform should pursue a legitimate aim as prescribed under international human rights law and be necessary and proportionate to achieve the legitimate aim.

While Telegram’s Terms of Services prima facie prohibit “promoting violence on public channels, bots and chats”, we are troubled by Telegram’s approach to content moderation, which appear to be allowing pro-military channels to continue to disseminate violent posts against actors for their political views in violation of its own terms of services. Equally, we are concerned by significant gaps in Telegram’s Terms of Service, as they do not appear to prohibit posts that promote hate speech. We note the need to prevent the promotion of violence more effectively against Palestinians through Telegram’s channels in accordance with your own Terms of Service as well as your FAQ (which indicates Telegram’s stance on ‘non-peaceful expression of opinion’).

Following international human rights standards, Telegram should ensure a robust protection of freedom of expression. In particular, we urge Telegram to adopt the model definition of hate speech and incitement, in line with articles 19(3) and 20 of the ICCPR and the standards spelled out in the Rabat Plan of Action, when addressing advocacy of national, racial or religious hatred that may constitute incitement to discrimination, hostility or violence (A/HRC/22/17/Add.4). We also urge Telegram to adopt the model definition of incitement to terrorism advanced by the mandate of the United Nations Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism (A/HRC/16/51, practice 8).

We are deeply concerned about Telegram’s limited content moderation policies, reportedly only banning content promoting violence on public channels and illegal pornographic material. We strongly urge Telegram to develop policies on hate speech, incitement to violence, content moderation, and on appeals processes for decisions
made under these policies. However, we urge that these terms are clearly defined and to ensure that it does not lead to unnecessary or disproportionate interference with freedom of expression (see general comment No. 34 of the UN Human Rights Committee, para. 46). We are concerned that poorly defined concepts or overly broad application may result in the suppression of minority or dissenting views (See e.g. A/HRC/31/65). Further, we would like to underscore the need for transparency, procedural fairness and effective means for an individual to challenge a decision on content violations once made.

When faced with problematic requests, companies should seek clarification from the relevant authorities and provide users with full transparency about the volume and type of private requests they receive. Businesses have the responsibility to take every measure at their disposal to resist the implementation of requests that are likely to contravene their human rights responsibilities under the UNGPs. Social media companies in particular should contribute to facilitate the exercise of the rights of expression, association and peaceful assembly, to public advocacy and education campaigns, to advance respect and non-discrimination and combat the root causes of racist and gender-based hate speech, including discriminatory social norms and harmful racial and gender stereotypes, and actively to partner and show public support for feminists and women human rights defenders working on all anti-discrimination issues.

We further reiterate the importance of Telegram applying the UNGPs to all stages of its operations. In practice, this means undertaking human rights due diligence to ensure that your platforms are removing incitement to violence, dehumanization and calls for genocide against Palestinians in a fair and balanced way, in line with the UNGPs and the requirements and conditions of article 19(3) ICCPR and article 20 of the ICCPR – in the same way incitement to violence against Israelis is, and must be, prohibited.

In this regard, we encourage Telegram to conduct a human rights impact assessment that includes a strict and thorough analysis of local contexts where groups at heightened risk of vulnerability and marginalization live, such as minorities or people living under occupation as well as in situation of armed conflict. This is particularly important when the situation is plausibly amounting to a real and imminent risk of genocide. We draw your attention in particular to the reports of the Special Rapporteur for Freedom of Expression on the issue of disinformation in times of conflict (A/77/288), and of the Working Group on the issue of human rights and transnational corporations and other business enterprises clarifying the practical measures that States and business enterprises should take to prevent and address business-related human rights abuse in conflict and post-conflict contexts, focusing on heightened human rights due diligence and access to remedy (A/75/212). To that end, multi-stakeholder engagement with civil society and other international and regional actors is critical to ensure the voices of those already marginalised are not further suppressed. We stress the need for enhanced transparency, human rights due diligence, accountability and remediation by Telegram to ensure human rights are not unduly interfered.

Finally, we wish to highlight A/HRC/55/L.30 on the human rights situation in the occupied Palestinian territory and the obligation to ensure accountability and justice. This resolution includes a call for an end to all ongoing policies of harassment, threats, intimidation and reprisals, detention and expulsion against human rights
defenders, journalists, media workers and civil society actors who peacefully advocate for the rights of the Palestinian people, and underscores the need to investigate all such acts and to ensure accountability and effective remedies. The resolution also includes an expression of concern at the spread of disinformation and propaganda, including on the Internet, which can be designed and implemented so as to mislead, to violate human rights, including the right to freedom of expression, to spread hatred, racism, xenophobia, negative stereotyping or stigmatization and to incite violence, discrimination and hostility, and emphasizes the important contribution by journalists in countering this trend.

In connection with the above alleged facts and concerns, please refer to the Annex on Reference to international human rights law attached to this letter which cites international human rights instruments and standards relevant to these allegations.

As it is our responsibility, under the mandates provided to us by the Human Rights Council, to seek to clarify all cases brought to our attention, we would be grateful for your observations on the following matters:

1. Please provide any additional information and/or comment(s) you may have on the above-mentioned allegations.

2. Please provide information on the number of accounts and amount of content that have been restricted in relation to the events since 7 October 2023, the reasons thereof, and the remedy measures in place. Please also provide information about accounts and content which were eventually reinstated.

3. Please provide detailed information as to the measures, including human rights due diligence, that your company has taken in line with the UNGPs to identify, prevent, mitigate and account for adverse human rights impacts caused by your company’s products and services, or to which they may have contributed or be directly linked.

4. Please provide information on your company’s efforts, if any, to ensure transparent communication on human rights issues, including the responsibility to conduct heightened human rights due diligence processes in conflict-affected contexts (see Working Group on business and human rights report A/75/212). Please indicate whether you take any specific steps when the situation is plausibly amounting to a real and imminent risk of genocide.

5. Please indicate how you conduct stakeholder engagement, both in general and specifically in conflict-affected contexts to mitigate the lack of information, the polarization and the high level of mistrust which usually exist among groups and communities (see Working Group on business and human rights report A/75/212). Please indicate whether you take any specific steps when the situation is plausibly amounting to a real and imminent risk of genocide.
6. Please describe the measures that your company has taken or is considering taking to screen advertisements and/or posts that disseminate disinformation causing polarization and racial discrimination within society, while ensuring that these measures meet international human rights standards, including for the promotion and protection of freedom of expression.

7. Please enumerate research and studies that you are conducting to assess the intended and unintended impacts that your platforms may have on minorities.

8. Please indicate whether you intend to develop content moderation policies aimed at countering hate speech, disinformation and incitement to violence in line with human rights and international standards for freedom of expression, association and peaceful assembly.

9. Please provide information about the strategies that your company has adopted to prevent or mitigate account or content removal requests that are inconsistent with international human rights standards, including when removal requests come from States.

10. Please provide information about specific measures taken to address instances of advocacy of hatred that constitutes incitement to violence and discrimination on the platforms. Please indicate specific remedial measures that your company has taken or is considering taking to prevent racialized hate speech.

11. Please provide information on whether your company has put in place human rights training for personnel in relevant business functions.

12. Please provide information on any action taken by your company to prevent recurrence of the kind of allegations specified in this letter. As part of this response, please explain what monitoring and evaluation systems you have put in place to ensure the effectiveness of actions taken to mitigate and prevent the allegations mentioned in this letter.

13. Please provide information on steps taken by your company to establish, or participate in effective operational-level grievance mechanisms, in line with the UN Guiding Principles on Business and Human Rights, to address adverse human rights impacts caused by your company throughout your operations globally.

We would appreciate receiving a response within 60 days. Past this delay, this communication and any response received from you will be made public via the communications reporting website. They will also subsequently be made available in the usual report to be presented to the Human Rights Council.

We may publicly express our concerns in the near future as, in our view, the information upon which the press release will be based is sufficiently reliable to indicate a matter warranting immediate attention. We also believe that the wider public should
be alerted to the potential implications of the above-mentioned allegations. The press release will indicate that we have been in contact with you to clarify the issue/s in question.

Please note that letters expressing similar concerns will also be sent to the chief executive officers of other relevant social media companies and the States where they are domiciled.

Please accept, Mr. Durov, the assurances of our highest consideration.

Robert McCorquodale
Chair-Rapporteur of the Working Group on the issue of human rights and transnational corporations and other business enterprises

Irene Khan
Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression

Clement Nyaletsossi Voule
Special Rapporteur on the rights to freedom of peaceful assembly and of association

Margaret Satterthwaite
Special Rapporteur on the independence of judges and lawyers

Nicolas Levrat
Special Rapporteur on minority issues

Francesca Albanese
Special Rapporteur on the situation of human rights in the Palestinian territory occupied since 1967

Ana Brian Nougrères
Special Rapporteur on the right to privacy

Ben Saul
Special Rapporteur on the promotion and protection of human rights and fundamental freedoms while countering terrorism
Annex

Reference to international human rights law

In connection with the above-alleged facts and concerns, we would like to draw your attention to the applicable international human rights norms and standards, as well as authoritative guidance on their interpretation.

We would like to highlight the UN Guiding Principles on Business and Human Rights, which were unanimously endorsed in 2011 by the Human Rights Council in its resolution (A/HRC/RES/17/31) after years of consultation with governments, civil society and the business community. The Guiding Principles have been established as the authoritative global standard for all States and businesses to prevent and address business-related adverse human rights impacts. These Guiding Principles are based on the recognition of:

a) "The existing obligations of States to respect, protect and fulfil human rights and fundamental freedoms;

b) The role of business enterprises as specialised bodies or corporations performing specialised functions, which must comply with all applicable laws and respect human rights;

c) The need for rights and obligations to be matched by appropriate and effective remedies when they are violated".

The Guiding Principles also make clear that businesses have an independent responsibility to respect human rights. Principles 11-24 and 29-31 provide guidance to businesses on how to meet their responsibility to respect human rights and to provide remedies where they have caused or contributed to adverse impacts. The Guiding Principles have identified two main components of the corporate responsibility to respect human rights, which require “business enterprises to:

a) Prevent their own activities from causing or contributing to adverse human rights impacts and address those impacts when they occur;

b) Seek to prevent or mitigate adverse human rights impacts directly related to operations, products or services provided through their business relationships, even where they have not contributed to those impacts”. (Guiding principle 13)

The commentary to guiding principle 13 notes that businesses can be affected by adverse human rights impacts, either through their own activities or as a result of their business relationships with other parties (...) The 'activities' of business enterprises are understood to include both actions and omissions; and their 'business relationships' include relationships with business partners, entities in their value chain and any other non-State or State entities directly linked to their business operations, products or services.
To meet their responsibility to respect human rights, businesses should have in place policies and procedures appropriate to their size and circumstances:

a) A political commitment to uphold their responsibility to respect human rights;

b) A human rights due diligence process to identify, prevent, mitigate and account for how they address their human rights impact;

c) Processes to redress any adverse human rights impacts they have caused or contributed to (guiding principle 15).

According to guiding principles 16-21, human rights due diligence involves:

a) Identifying and assessing actual or potential adverse human rights impacts that the enterprise has caused or contributed to through its activities, or that are directly related to the operations, products or services provided by its business relationships;

b) Integrate the results of impact assessments into relevant business functions and processes, and take appropriate action in accordance with their involvement in the impact;

c) Monitor the effectiveness of the measures and processes adopted to address these adverse human rights impacts in order to know whether they are working;

d) Communicate how adverse effects are addressed and demonstrate to stakeholders - particularly those affected - that appropriate policies and processes are in place to implement respect for human rights in practice.

This process of identifying and assessing actual or potential adverse human rights impacts should include substantive consultation with potentially affected groups and other stakeholders (guiding principle 18).

Where an enterprise causes or is likely to cause an adverse human rights impact, it should take the necessary steps to end or prevent that impact. “The establishment of operational-level grievance mechanisms for those potentially affected by corporate activities can be an effective means of redress provided they meet certain requirements listed in principle 31 (guiding principle 22).

Furthermore, business enterprises should remedy any actual adverse impact that they cause or to which they contribute. Remedies can take a variety of forms and may include apologies, restitution, rehabilitation, financial or non-financial compensation and punitive sanctions (whether criminal or administrative, such as fines), as well as the prevention of harm through, for example, injunctions or guarantees of non-repetition. Procedures for the provision of remedy should be impartial, protected from corruption and free from political and other attempts to influence the outcome (commentary to guiding principle 25).
In addition, principle 18 highlights the essential role of civil society and human rights advocates in helping to identify potential negative human rights impacts of business. We also note that in its recent guidance on how to ensure respect for human rights defenders (A/HRC/47/39/Add.2), the Working Group on Business and Human Rights highlighted the urgent need to address the negative impacts of business activities on human rights defenders in particular. The commentary on principle 26 of the Guiding Principles on Business and Human Rights stresses that States, in order to ensure that the legitimate activities of human rights defenders are not impeded. Businesses have an independent responsibility to take the necessary steps to cease or prevent their contribution and to use their influence to mitigate as far as possible any remaining impact that contributes or may contribute to a negative impact on human rights (commentary on guiding principle 19) and should remediate any actual negative impact they cause or contribute to. Redress procedures must be impartial, protected from corruption and free from political or other attempts to influence the outcome (commentary on guiding principle 25).

We would also like to draw your attention to the report of the Special Rapporteur on minority issues on hate speech, social media and minorities (A/HRC/46/57). The report specifically addresses the targeting of minority women, and the obligations of businesses, including by encouraging social media companies to:

a) Put in place in procedures and mechanisms for the mandatory collection of data on hate speech, and at a minimum on incitement to genocide and advocacy that constitutes incitement to discrimination, hostility or violence. Such data should be disaggregated according to the basis of the hatred, whether national, ethnic, racial or religious hatred, which all relate to vulnerable minorities, or hatred affecting other vulnerable groups, on the basis of such factors as gender and sexual orientation.

b) Manage hate speech on their platforms with reference to the human rights implications of their products, including algorithms and artificial intelligence programs such as chatbots. They must therefore have in place human rights review processes that refer to and focus specifically on the groups most susceptible to hate speech in the States concerned, and in particular minorities.

c) Commit clearly, in the social media’s content moderation systems and community standards, to protecting vulnerable and marginalized minorities and other groups. Minorities should specifically be identified as priorities.

d) Apply the UNGPs in their own operations. Human rights standards should be integrated systematically into the content policies and decision mechanisms of social media platforms, so that, as specified in the UNGPs, the companies “comply with all applicable laws and respect internationally recognized human rights wherever they operate”, and “treat the risk of causing or contributing to gross human rights abuses as a legal compliance issue wherever they operate”, for which they could be liable.
e) Comprehensively address distortion and systemic bias against Jews and Muslims, as evidence suggests that antisemitism and Islamophobia are pressing challenges for minority rights.

f) In order to improve mechanisms and content vetting policies for the handling of hateful content, and to ensure incorporation of the concerns of the main targets of hate speech in social media, the Special Rapporteur urges that minorities, as the most targeted and vulnerable groups, be represented in advisory and other relevant boards.

g) Look into innovative, educational and preventive strategies that focus on protection of and respect for diverse communities in order to counter hate speech.

We would also like to draw your attention to the report of the Special Rapporteur on the promotion and protection of the right to freedom of opinion and expression on online hate speech (A/74/486). The report provides a set of recommendations to business, especially to those active in the ICT sector:

a) Evaluate how their products and services affect the human rights of their users and the public, through periodic and publicly available human rights impact assessments;

b) Adopt content policies that tie their hate speech rules directly to international human rights law, indicating that the rules will be enforced according to the standards of international human rights law, including the relevant United Nations treaties and interpretations of the treaty bodies and special procedure mandate holders and other experts, including the Rabat Plan of Action;

c) Define the category of content that they consider to be hate speech with reasoned explanations for users and the public and approaches that are consistent across jurisdictions;

d) Ensure that any enforcement of hate speech rules involves an evaluation of context and the harm that the content imposes on users and the public, including by ensuring that any use of automation or artificial intelligence tools involve human-in-the-loop;

e) Ensure that contextual analysis involves communities most affected by content identified as hate speech and that communities are involved in identifying the most effective tools to address harms caused on the platforms;

f) As part of an overall effort to address hate speech, develop tools that promote individual autonomy, security and free expression, and involve de-amplification, de-monetization, education, counter-speech, reporting and training as alternatives, when appropriate, to the banning of accounts and the removal of content.
In report A/74/486 to the UN General Assembly, the then Special Rapporteur freedom of expression provides important guidance on how businesses can address hate speech on their platforms, while respecting international standards for freedom of expression. Businesses should evaluate how their products and services affect the human rights of their users and the public, through periodic and publicly available human rights impact assessments. Furthermore, businesses should adopt content policies based on international human rights law and enforcing the rules in line with international human rights standards, including relevant UN treaties, guidance from treaty bodies and special procedures mandate holders and the Rabat Plan of Action. Furthermore, it is crucial that any enforcement of hate speech rules involves an evaluation of context and the harm that the content imposes on users and the public, including by ensuring that any use of automation or artificial intelligence are subject to human oversight to minimize the risk of legitimate content being removed. Communities most affected by content identified as hate speech must be involved in the contextual analyses and in identifying tools to address harms caused on the platforms.

In her report A/HRC/47/25, the Special Rapporteur on freedom of expression called on social media companies to, in line with the UNGPs, review their business models and ensure that their business operations, data collection and data processing practices are compliant with international human rights standards, including article 19 of the International Covenant on Civil and Political Rights, as well as data protection principles and relevant national consumer protection standards. They should also conduct human rights impact assessments of their products, particularly of the role of algorithms and ranking systems in amplifying disinformation or misinformation. Such assessments should be conducted regularly and ahead of and following significant events such as national elections or major crises like the COVID-19 pandemic.

The Special Rapporteur on the rights to freedom of peaceful assembly and of association noted that international human rights norms should guide digital technology companies’ governance and further recommends them “to prevent or mitigate the adverse human rights impacts of their involvement” (A/HRC/41/41, para. 84). In the same report, he called on them to “integrate early warning systems within business processes to identify human rights risks, and respond in a timely fashion (…); support the research and development of appropriate technological solutions to online harassment, disinformation and propaganda, including tools to detect and identify State-linked accounts and bots” (A/HRC/41/41, para. 86(b)).

In addition, the Special Rapporteur on the rights to freedom of peaceful assembly and association has emphasized in various reports the importance of digital technology to exercise the mentioned rights, and in his report on freedom of assembly and association in the digital age, he detailed that those “… technologies are important tools for organizers who seek to mobilize a large group of people in a prompt and effective manner, and at little cost, and also serve as online spaces for groups of people that are marginalized by society and are confronted with restrictions when operating in physical spaces” (A/HRC/41/41 para. 11).

Additionally, we would like to refer to article 17 of the ICCPR, which protects the right to privacy and provides that no one shall be subjected to arbitrary or unlawful interference with his or her privacy. The Human Rights Committee stated in its general
comment 32 (para. 8) that the positive obligations on States Parties under ICCPR are only fully discharged if individuals are protected by the State, not just against violations of their rights by its agents, but also against acts committed by private persons or entities.

We would also like to highlight the reports to the Human Rights Council on the practical application of the UNGPs to the activities of technology companies (A/HRC/50/56) and its Addendum (A/HRC/50/56/Add.1). The report indicates that “Leaks of personal information, dissemination of hate speech, the undermining of democratic processes and “algorithmic discrimination” – to name but a few of the documented risks – can all negatively affect the ability of people to enjoy their human rights” and provides recommendations to technology companies to ensure respect for human rights.